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Abstract 
Stock investing is a rigorous monetary technique that relies on demand. As a result, the study of 
stock projections, or more specifically, the predicting of stock prices, is critical to the stock market. 
Mistakes in projecting share prices have a huge influence on global finance, necessitating an 
effective way of anticipating share price movements. ML is one method that may be used to          
forecast stock values. This research examines how ML and DL models, especially Long Short-Term 
Memory (LSTM), ARIMA, and Linear Regression (LiR), forecast Google stock prices employing          
historical data from 2013 to 2018. The effectiveness of the model was measured using the metrics 
of determination coefficient R², Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). 
Evaluation of the models reveals that the LSTM model is of high accuracy with a high R-squared of 
94.21 percent but observes high errors (RMSE 17.79 and MAE 13.13 relative to traditional models. 
Nevertheless, the results from ARIMA and LiR models are more accurate with lower RMSE and 
MAE than the other models. Future work will include the processes of refining the proposed LSTM 
model for fewer mistakes and better performance for stock price prediction as well as experiment 
with the proposed hybrid model implementation of LSTM with ARIMA or other models for even 
more accurate results. 
Keywords: Component, Big Data, Financial Sector, Stock Market Forecasting, Predictive Analytics, 
Machine Learning, Market Trends, Google Stock Price Data. 

 
I. Introduction 
There has been an exponential growth of big data across industries globally, creating new 
opportunities to solve multifaceted problems with data driven solutions. Big data, which is 
characterised by volume, velocity and variety, refers to information collected by social media, 
financial transactions and IoT devices, among others [1]. The ever-growing pool of information has 
significantly disrupted conventional decision-making steps and made it possible for firms to sort 
out useful knowledge and even detect hidden trends [2].  
 
Big data has become a force in the financial sector; it concerns data driven strategies in aspects 
such as operational management, risk management and market predictions. The financial sector on 
its own is very fluid and volatile with markets producing large volumes of data on daily basis. In 
particular, stock market differs from other financial markets due to its paramount impact on 
national and worldwide economies. Stock markets are important indicators of economic 
performance and principally offer a process of wealth generation and management [3]. The stock 
market forecast has great economic significance as it provides investors, brokers and policymakers 
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with useful information [4]. The problem, though, is that trends in the stock price are not always 
linear and fluctuate depending on many factors, such as macroeconomic releases, sentiment, and 
global events [5]. 
 
Essentials about stock market predictions may now be effectively solved through predictive 
analytics [6]. The exact mathematical modelling that transforms current and historical data into 
future trends is a definition of predictive analytics [7]. Predictive analytics has been utterly 
transformed in the last few years by the employ of AI and ML. The AI and ML methods can be 
flexible with the newly learnt data, can work on large and complex data and find hidden patterns [8, 
9]. When it comes to predicting the stock market, the overall performance of the ML methods, 
especially DL, has been rather outstanding. 
 
A. Significance and Contribution 
This work is inspired by the desire to enhance the accuracy in the prediction of stock prices, 
specifically Google, to enhance accurate future eruption since the existing mechanisms in the 
financial market do not excel, particularly during the period of market fluctuation. In this case, 
through the use of the most current and innovative machine learning technologies, the goal is 
bettering the reliability of forecasting as well as delivering improved and stronger tools to 
investors and traders. The emphasis is placed on reliable data preprocessing and accurate criteria 
for assessment to promote the use of the models. This work adds to the existing literature by 
conducting a thorough analysis of several ML and DL models for predicting stock prices employing 
the Google Stock dataset.  
 
The main contributions are: 
✓ Develop effective ML and DL models for stock market forecasting by Google stock dataset. 
✓ Implementing robust data cleaning techniques, including handling null values, removing 

duplicates, and normalising data to enhance model performance. 
✓ Demonstrating the effectiveness of machine learning models like LSTM, ARIMA, and linear 

regression for stock price prediction. 
✓ Using multiple performance metrics (MAE, RMSE, and R²) to assess model accuracy and fit, 

providing a clear benchmark for stock prediction models. 
 
B. Structure of the Paper 
The study is structured as follows: Section II presents relevant work on predictive stock forecasting. 
Section III details the procedures and materials used. Section IV presents the experimental findings 
of the proposed system. The inquiry is summarised and concluded in section V. 
 
II. Literature Review  
This section discusses the surveys and reviews articles on predictive analytics in the financial sector. 
This study, Yang and Chen [10] used the financial stock of Taiwan as an illustration. January through 
September 2017 was the time frame used for the simulation. Both CNYES.com and Money DJ are 
examples of external information providers. The first step was to determine an initial weighted ratio 
of 8:2 for the internal and external data. Then, from October to December 2017, modifications were 
made using rolling learning to anticipate the monthly volatility. The empirical data reveal that 
conventional forecasting has a 62.25% accuracy rate when it comes to anticipating the real pattern 
of fluctuations. The data reference for the examination of the technical and basic aspects is the 
internal information. Following the integration of chip facet analysis and subsequent examination of 
all three aspects, the weighted forecasting-derived accuracy of individual stock swings is 73.55%. As 
a whole, weighted forecasting may be used to determine monthly stock movements, improve the 
accuracy of such predictions, and provide a point of reference for professionals and investors [10].  
 
This study, Beyaz, et al. [11] assesses how ML stock price forecasts are affected by explicitly 
recognising and accounting for stock market states. Market mood indicators, such as the VIX, are 
clustered to define different stock market states, and prediction models are created for the chosen 
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businesses for each market condition. Results from experiments using 85 S & P 500 companies over 
a 126-day forecasting horizon show that taking market sentiment into account improves prediction 
accuracy (lower RMSE) in 47% of cases [11].  
 
This study, Singh and Srivastava [12] that an employ of DL may enhance the precision of stock 
market predictions. In this regard, the advance technique 2D-2PCA + RBFNN is contrasted with the 
(2D) 2PCA + DNN approach. The suggested technique outperforms the modern RBFNN method with 
a 4.8% improvement in accuracy for Hit Rate at a 20-window size. A comparison of the suggested 
model's performance with that of the RNN reveals a 15.6% improvement in Hit Rate accuracy. In 
comparison to RBFNN and RNN, DNN has a 17.1% higher correlation coefficient among actual and 
anticipated return, and it outperforms RNN by 43.4% [12]. 
 
This study, Vargas, et al. [13] give priority to designs like RNNs and CNNs, which have proven 
effective in more conventional NLP applications. Results show that RNN is great at understanding 
context and making accurate predictions about the stock market based on complex temporal 
features, whereas CNN could be better at extracting meaning from texts [13]. 
 
This study Dingli and Fournier [14] use of CNNs for the purpose of predicting the direction of prices 
relative to the existing price in the short term. Predicting the direction of prices one month from 
now has a 65% accuracy rate, while predicting prices one week from now yields a 60% accuracy 
rate. Though these outcomes are definitely not arbitrary, they still can't compete with or even beat 
the outcomes produced by market-leading methods like SVM and LR [14].  
 
This study, Usmani et al. [15], the prediction model takes several variables into account while 
making market predictions, which may be either positive or negative. The model incorporates the 
following attributes: oil, gold, silver, interest, foreign exchange (FEX), news and social media feeds. 
SMA and ARIMA, two of the more traditional methods of statistical analysis, are also used. The 
following ML methods are contrasted: SVM, RBF, SLP, and MLP. Separate studies are also conducted 
on all of these characteristics. When tested against competing methods, the MLP algorithm proved 
to be the most effective [15]. 
 
Table 1 provides a comparative analysis of different previous reviews on stock price prediction 
based on the datasets, findings, limitations, and future work. 
 

Table 1. Overview of studies on predictive analytics for stock market prediction using machine 
learning methods. 

Paper Methods Dataset Key findings Limitations/future 
work 

Yang and 
Chen [10] 

Weighted 
forecasting 
using 
internal and 
external 
information, 
rolling 
learning 

Taiwan's 
financial stock 
data (Jan-Sep 
2017) from 
CNYES.com and 
MoneyDJ 

Improved accuracy of 
stock fluctuation 
prediction from 62.25% 
(traditional methods) to 
73.55% with weighted 
forecasting 

Limited to Taiwan’s 
financial market, 
future work could 
explore the model's 
scalability to other 
markets or industries 

Beyaz, et 
al. [11] 

Clustering 
methods for 
market 
mood 
indicators 
(e.g., VIX), 
forecasting 
models for 

85 companies 
from the S&P 
500 

Accounting for market 
mood indicators 
improves forecasting 
accuracy (lower RMSE) 
in 47% of cases for a 
126-day forecasting 
horizon 

Limited 
improvement 
percentage, future 
work could focus on 
refining market 
mood indicators or 
incorporating other 
financial variables 
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each market 
state using 
machine 
learning 

Singh and 
Srivastava 
et al. [12] 

(2D)2PCA + 
DNN, 
compared 
with RBFNN 
and 
Recurrent 
Neural 
Network 
(RNN) 

Stock data DNN improves hit rate 
accuracy by 4.8% over 
RBFNN and 15.6% over 
RNN, correlation 
coefficient improved by 
17.1% over RBFNN and 
43.4% over RNN 

Limited dataset 
details, future work 
could expand on 
datasets, improve 
scalability, and apply 
methods to other 
stock markets 

Vargas, et 
al. [13] 

CNN, RNN Finance data CNN performs better at 
capturing semantics, 
while RNN excels at 
modelling complex 
temporal characteristics 
for stock market 
forecasting 

Dataset not specified, 
future work could 
involve hybrid 
models combining 
CNN and RNN for 
better performance 

Dingli and 
Fournier 
[14] 

CNN, 
comparison 
with LR and 
SVM 

Stock market 
data 

Achieved 65% accuracy 
for next-month price 
direction forecasting and 
60% for next-week price 
direction forecasting 

Performance lower 
than industry-
leading techniques; 
future work could 
enhance CNN 
architectures or 
combine with other 
methods for better 
results 

Usmani et 
al. [15] 

SLP, MLP, 
RBF, SVM, 
ARIMA, SMA 

Market 
attributes (oil, 
gold, silver rates, 
interest rate, 
FEX rate, NEWS, 
social media 
feed) 

MLP outperformed other 
methods in predicting 
positive and negative 
market trends 

Limited attribute 
inclusion, future 
work could 
incorporate 
additional attributes, 
such as geopolitical 
events or 
macroeconomic 
indicators, to 
improve model 
robustness 

 
III. Methodology 
The methodology for this study involves several key steps to develop and evaluate models for 
predicting Google stock prices. Initially, the Google Stock Prediction dataset, sourced from Kaggle 
and covering the period from 2013 to 2018, is preprocessed by handling null values and duplicates 
and normalising the data within the range of [0, 1] using a Min-Max normalisation formula. The 
dataset is divided into two parts: the training set uses 80% of the data, while the testing set uses 
20%.  
 
The training set contains characteristics like date, open price, high price, low price, closing price, 
adjusted closing price, and trade volume. The models considered include LSTM, ARIMA, and LiR. 
Three metrics are utilised to measure the effectiveness of a model: MAE, RMSE and the R². A lower 
R² number indicates a better fit to the data, while lower MAE and RMSE values indicate   higher 
predicted accuracy. 
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Figure 1. Flowchart for stock market forecasting. 

 

The following steps of the flowchart are briefly explained below: 

 
A. Dataset Description and Visualization 
Datasets from Google Stock Prediction were used in the research. Information used was sourced 
from Kaggle ML. The Google dataset spans the years 2013 to 2018. The combined dataset contains 
10,272 occurrences (rows), with 6,000 of them being Google stock projections. The date field, 
range of prices, adjusted closing price, trading volume, and high and low prices are all attributes of 
a dataset. The Google stock daily returns percentage is shown in Figure 2. 
  

 
Figure 2. Google stock daily returns percentage. 

 
Figure 2 demonstrates that the majority of the daily return percentages fall within the range of-
0.05 to 0.05, with the top and bottom returns not exceeding 0.2. The accuracy of price predictions 
will, therefore, be enhanced, as the price movement the next day will be quite minor. 
 

 
Figure 3. Data correlations for the prediction model. 
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Figure 3's data correlation diagram allows us to see which characteristics significantly impact stock 
price prediction by looking at the data on the right side. Influence grows as the value rises closer to 
1. Importantly, a feature's relevance in forecasting stock prices is diminished with lower 
correlation values.  
 
B. Data Preprocessing 
The analysis of data is an essential stage in the construction of trustworthy forecasting models, 
particularly when comparing them [16]. In addition to improving the model's correctness, 
structure, and performance, it also makes sure the data are cleaned and presented correctly [17]. 
As mentioned before, this research used a robust dataset for training ML models that was created 
by collecting and processing data from different sources. 
 
The following pre-processing steps are listed below: 
• Check Null Values: A field with spaces or a zero value is not the same as a NULL value [18]. When 

a record is created, any field that does not have a value assigned to it is marked as NULL. 
• Dealing With Duplicate Values: Duplicate data might be helpful in certain cases, but it can also 

make your data more difficult to analyse in others. Get rid of duplicate data by highlighting it 
using conditional formatting. 

 
C. Normalization 
The optimisation of the training model weights in subsequent phases may have been influenced by 
the significant variations found among the five parameters of each kind of stock [19]. The current 
research used a normalisation formula (Formula (1)) to bring the data down to a range of [0, 1] in 
order to remove these effects.  
 

𝑋𝑖
𝑛 =

𝑋𝑖−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
      (1)   

 
Where the value before processing the feature, value is represented by xi, the minimum of all the 
original characteristics is represented by xmin, and the maximum of all the original characteristics 
is represented by xmax. The mapping interval's maximum value is high, while its minimum value is 
low. 
 
D. Data Splitting 
The training and testing datasets were kept separate. The training set was used to train the models, 
while the test set was used to assess their performance. The data is split between training and 
testing, with 80% going into training and 20% into testing. 

 

E. Classification with LSTM Model  
The model makes use of a stateful LSTM neural network with four hidden layers; the 
characteristics listed above make up the input dataset for this layer [20]. Each hidden layer has h 
cells that are completely connected to the layers below it, both for input and output [21]. The 
projected price for a second minute after the current event is included in a single cell that makes up 
the output layer [22]. The model was built to be stateful so that it may take use of LSTMs' most 
important feature: the capacity to remember previous states. This is because, in stock price 
prediction, prior prices are vital for predicting future prices [23]. 
  

At time 𝑡, 𝑥𝑡 is an input data of an LSTM cell, the preceding moment's output of the LSTM cell is 
represented by ℎ𝑡−1, a value of a memory cell is represented by 𝑐𝑡, and the LSTM cell's output is 
represented by ℎ𝑡. There are several steps to the LSTM unit's computation process. Figure 4 shows 
the summary of LSTM. 
 
First, determine the value of the potential memory cell �̃�𝑡; 𝑊𝑐 stands for a weight_matrix, and a 
bias is represented by 𝑏𝑐. 
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𝑐 𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)      (2)   
 
Find out what the input gate's value is 𝑖𝑡; the input gate regulates the updating of the present input 
data to the memory cell's state value, σ represents the sigmoid function, 𝑊𝑖 is the matrix of 
weights, and 𝑏𝑖 is a bias. 
 
𝑖𝑡 = 𝜎(𝑊𝑡[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖        (3) 
 
Determine a forget gate's value 𝑓𝑡; the forget gate regulates the updating of the memory cell's state 
value with past data, 𝑊𝑓 describes the weight_matrix, and 𝑏𝑓 is a bias. 
 
𝑓𝑡 = 𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓       (4) 

 
Determine a value of a moment memory cell 𝑐𝑡; at this instant, a state value of a final LSTM unit is 
𝑐𝑡−1. 
 
𝑐𝑡 = 𝑓𝑡 ∗ [𝑐𝑡−1 + 𝑖𝑡] ∗ 𝑐 𝑡       (5) 
 
Where ∗represents the dot product [24]. The candidate’s cell and the last cell's state value 
determine the memory cell's update, which is managed by the input gate and the forget gate. 
 
Calculate a value of an output gate 𝑜𝑡; the output of the memory cell's state value is controlled by 
the output gate, 𝑊𝑜 is a weight_matrix, and 𝑏𝑜 is a bias. 
 
𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜        (6) 
 
ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ𝑐𝑡       (7) 
 
Finally, determine the LSTM unit's output (ℎ𝑡). 
 

 
Figure 4. Summary of long short-term memory (LSTM). 

 

Figure 4 outlines an architecture of an LSTM-based sequential DL model. A model has a total of 
31,901 parameters, all of which are trainable, with no non-trainable or pre-trained parameters 
included. 
 
F. Evaluation Metrics  
MAE, RMSE, and R2 were utilised to evaluate a model's performance. Relative accuracy between the 
actual and forecast values may be more accurately anticipated when the MAE and RMSE values 
decline [25]. As the coefficient of determination (R2) gets closer to one, the model's fit should       
improve [23]. The formula for RMSE (8), MAE (9) and R2 (10) is shown below. 
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𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖 − 𝑦𝑖)

2𝑁
𝑖=1       (8) 

 
If ŷi shows the forecasted value and 𝑦𝑖 shows the real value, and N stands for a total number of 
observations. 
 

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑥𝑗 − 𝑥𝑗|
𝑁
𝑗=1        (9) 

 
Meaning that at time j, the real value is 𝑥𝑗 and the forecasted value is �̂� 𝑗. 
 

𝑅2 =
1

𝑁
∑ (𝑦𝑖−𝑦𝑖)

2𝑁
𝑖=1

1

𝑁
∑ (𝑦𝑖−𝑦𝑖)

2𝑁
𝑖=1

       (10) 

 
The average of the real values is represented by y¯. 
 
IV. Result Analysis and Discussion  
The suggested model is tested in an experimental setting using the Python programming language 
and the Jupyter Notebook plugin. Computer hardware requirements for running the LSTM include 
an Intel Core i7, 2.2 GHz CPU, "Microsoft Windows 10" operating system, and 16 GB of RAM. This 
experimental outcome demonstrates how well the LSTM algorithm performed on the Google stock 
dataset. A number of assessment measures are taken into account, including R2-score, MAE, and 
RMSE. The outcomes of these assessment metrics are shown in Table 2. Then, LSTM model 
performance compare with ARIMA [26], and LiR [27] that present in Table 2. 
 

Table 2. LSTM model performance for stock price forecasting on the Google stock dataset. 
Performance matrix Long short-term memory (LSTM) 
R2-score 94.21 
RMSE 17.79 
MAE 13.13 

 
The results of the model's stock price forecast are displayed in Table 2. The model's ability to 
accurately describe the variation in stock prices is shown by its remarkable R²-score of 94.21. 
However, the error metrics reveal some challenges, with an RMSE of 17.79 and an MAE of 13.13, 
suggesting that the LSTM model captures the underlying trends effectively. These results highlight 
the model's strong predictive capability, though finer tuning may be necessary to further reduce 
the error margin and enhance forecasting precision [28-35]. 
 

 
Figure 5. Stock forecasting with LSTM model. 

 
Figure 5 shows the LSTM predictions for Google stock prices, showcasing the model's performance 
in forecasting trends over time. The graph plots the train data (historical prices used for training), 
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validation data (used to evaluate model accuracy), and predicted prices generated by the LSTM 
model. The graphic shows that the LSTM model is successful for time-series forecasting, with stock 
prices in USD on the y-axis and a range of 2013–2018 on the x-axis. Predictions made by the model 
closely match the validation data [36-40]. 
 

Table 3. ML and DL models comparison on the Google stock dataset for stock price prediction. 
LSTM 17.79 13.13 
ARIMA 0.55 0.36 
LiR 0.014 0.021 

 
Table 3 is presented to compare the ML and DL-based models for the forecasting of Google stock 
prices with the help of the most commonly used error measures like RMSE and MAE. Here, they 
also find that the LSTM, a commonly used DL method in time-series forecasting, has relatively 
higher RMSE 17.79 and MAE 13.13 than other methods, suggesting less accurate predictions. The 
presented results show that the chosen ARIMA model works best for linear time-series data 
because it has the lowest RMSE of 0.55 and the MAE of 0.36. As for the majority of error values, the 
Linear Regression (LiR) model yields the lowest RMSE value of 0,014 and MAE of 0,021 while 
remaining fairly simple for this given dataset. In summary, though LSTM may accommodate 
detailed characteristics, the conventional model of ARIMA and LiR provide better forecast precision 
in comparison to LSTM for this kind of stock data set. 
 
V. Conclusion and Future Work 
Stock market forecasting is an entailing subject because of the large sums of money involved in the 
shares. ML techniques that may be used to stock market forecasting have garnered more attention 
because to the inherent complexity and volatility of the financial industry. This study takes a close 
look at the literature on stock market forecasting approaches that rely on machine learning. The 
research identifies the strengths and weaknesses of using LSTM in forecasting Google stock prices.  
 
The R² score obtained by LSTM, 94.21, was sufficient to demonstrate that the model could find 
hidden patterns in stock prices. However, its performance was hindered by relatively high error 
metrics, with an RMSE of 17.79 and an MAE of 13.13, when compared to traditional models such as 
ARIMA and Linear Regression, which achieved significantly lower RMSE and MAE values (ARIMA: 
RMSE = 0.55, MAE = 0.36; LiR: RMSE = 0.014, MAE = 0.021).  
 
One weakness of this study is that only Google stock has been used in this study for the periods 
2013 to 2018 and therefore, the findings of this study may not be generalisable to other firms or 
other years. In future work to improve the LSTM models for predicting stock prices, more features 
are going to be added, hyperparameters are going to be tuned, and investigating hybrid models 
that combine deep learning with traditional ML techniques. 
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